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Introduction

Abstract

This study investigates the impact of behavioural biases
and some human factors on the decision-making of bank
credit managers in the Greater Accra Region of Ghana.
It uses partial least squares and independent samples t-
test methods to examine the impact of psychological
biases and personal factors on bank credit decision-
making. Except for the level of education of loan
applicants, the study found a positive and significant
influence of all explanatory variables on bank credit
decision-making. Furthermore, the results suggest that
female credit managers are more risk-averse than their
male counterparts. However, the study found no
significant difference between overconfidence of male
and female credit managers. One area that has been
ignored by previous studies is the influence of
psychological biases on bank credit decision-making,
especially in an emerging economy such as Ghana. To
the best of our knowledge, this study is the first to
examine the impact of psychological biases on bank
credit decision-making in Ghana. The findings are likely
to enhance the decision-making of bank credit
managers, particularly in Ghana. Going forward,
measures aimed at educating bank credit managers on
the effect of psychological biases and human factors on
credit decisions are recommended.

Key words: overconfidence, risk aversion,
status quo, bank credit decision, Ghana

banking sector (D’Angelo et al., 2018). It is
reported that credit decisions and their
resultant huge non-performing loans
recorded by banks globally are primarily a
result of weaknesses of the Basel Accord I1.
Consequently, the Ghanaian banking

The global financial crisis of the late 2000s
disrupted the operation of the banking
industry globally, exposing the susceptible
nature of the sector. One of the key factors
that has been documented to have caused
the crisis is poor credit decisions in the
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industry introduced Basel Accord III,
which is perceived to have more rigorous
capital and liquidity requirements to ensure
industry stability and restore the confidence
of depositors and other stakeholders in the
industry. In addition, the Ghanaian banking
industry has experienced a series of
reforms, such as the Financial Sector
Adjustment Programme (FINSAP) in
1983, and the Bank Cleaning Exercise of
2017 aimed at correcting recurring
underperformances that have led to an
increase in non-performing assets and
liquidity challenges. These measures were
intended to enhance the solidity of banks
by introducing a stricter creditworthiness
assessment system and a set of measures
targeted at boosting the stability and
liquidity of the banking system.

Irrespective of the stringent measures
employed by the central bank of Ghana, the
Bank of Ghana (BoG), to clean up the
banking sector and make it more robust
and high performing, the ugly head of non-
performing loans and its resultant liquidity
problems continue to occur. Regardless of
the credit appraisal methods and
procedures employed, banks in Ghana
continue to record high non-performing
loans. There is a general perception that
adverse selection exhibited by credit
officers due to their inability to effectively
assess the creditworthiness of loan
applicants to a significant extent creates the
mounting non-performing loans and
liquidity challenges. Unfortunately,
previous studies have failed to acknowledge
the tendency of behavioral and personal
biases to influence irregularities in credit
decision-making. The bulk of extant
literature focuses on the impact of
psychological ~ biases on investment
behavior and financial decision making of
individuals (Bakar & Yi, 2016; Merkle,
2017; Tetteh & Hayfron, 2017; Pikulina et
al., 2017; Tetteh et al., 2024), and the few

that focused on banks limited their
attention to saving patterns (Avdeenko et
al., 2019; Tetteh & Boachie, 2021)

Not enough attention has been given by
scholars to the behavioral approach of
credit officers to granting of loans. There is
an empirical documentation, even though
scanty, which explains that the crisis in the
banking industry could be caused to an
appreciable degree by psychological biases
exhibited by credit officers during the
decision-making stage (Lee & Lee, 2012;
Liu et al., 2015). Some studies also suggest
that psychological biases and human
factors play crucial roles in the decision-
making of bank credit officers (Skala, 2008;
Storey, 2004; D’Angelo et al, 2018). It
appears that a behavioral analysis of the
lending process may be required to
ascertain whether banks may have turned
down excellent interest income prospects
as a result of the influence of behavioral
biases exhibited by bank credit officers in
the process of evaluating loan applications.
Similarly, some less viable projects may
have been financed because of the same or
similar biases.

Empirical studies have found that human
beings are not entirely rational. In most
cases they are influenced by emotions and
behavioral prejudices that tend to influence
their decisions, which result in undesirable
results (Gatling et al., 2009). The emphasis
of the behavioral approach to the study of
finance is primarily centered on the capital
markets. The extant literature is not
extensive when it comes to the study of
credit decision-making in the banking
sector. Without doubt, credit decision-
making is a crucial area for research in the
management of depository financial
institutions since return on credit is the
principal source of bank income (Tursoy,

2018).

An empirical study on the behavioral
pattern of bank credit officers’ decision-
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making is therefore imperative since the
viability of banks depends mainly on
interest income from loans. This study,
therefore, seeks to investigate whether
these recurrent irrational credit appraisals,
which often lead to huge loan losses, could
also be influenced by psychological biases
and human factors in the lending decision-
making by bank credit officers and
managers in Ghana.

This paper is structured as follows: the
second section reviews pertinent literature
in the subject area, followed by the
methodology employed for this research.
Results and discussion of findings are
captured in the fourth section. The final
segment covers the conclusion and
implications of the study findings.

Literature Review

Theoretical Background

The Prospect Theory introduced by
Kahneman & Tversky (1979) for the
analysis of decision-making under risk is
regarded as the path-breaking work in
behavioral finance. Behavioral finance
asserts that the individual often makes
financial decisions based on emotions and
cognitive biases, and therefore often acts
against their own best interest. This
assertion suggests that a second look must
be taken at the rationality assumption that
is held strongly by scholars of traditional to
shape the behavior of patticipants in the
financial market. Classical finance strives to
propagate the principle of rationality
through theories like the Portfolio Theory
by Markowitz (1952), Capital Assets Pricing
Model by Sharpe (1964), Arbitrage Pricing
Theory of Ross (1976), and Efficiency
Market Hypothesis by Fama (1970).
However, proponents of the behavioral
approach to finance contend that rather
than acting rationally, financial market
participants often succumb to
psychological ~ biases and  emotions
(Barberis & Thaler, 2003; Kaniel et al.,

2012). Scholars have shown empirically that
a significant association exists between
irrational conduct and psychological biases
such as overconfidence, loss aversion, and
mental accounting (De Vries & Gerber,
2017; Bouteska & Regaieg, 2020).

The emphasis of the behavioral approach
to the study of finance is primarily centered
on the capital markets. The extant literature
is not extensive when it comes to the study
of credit decision-making in the banking
sector. Without doubt, credit decision-
making is a crucial area for research in the
management of depository financial
institutions since return on credit is the
principal source of bank income (Tursoy,
2018). Over the years, emphasis has been
placed on the quantitative approach to the
management of bank credit. However, the
persistent creation of bad loans has called
for a more behavioral view on the credit
decision process. William & Wong (1999)
have stressed that trait and psychological
biases lead managers to believe that they
have a greater chance of influencing risk
outcomes and that this belief leads them to
choose riskier coutrses of action. These
decisions are mostly not beneficial to
organizations since they deviate from
rationality and ultimately yield undesired
results (De Vries et al, 2008). The effect of
traits and psychological biases on credit
decision making in banks has attracted a
number of behavioral finance scholats,
such as Apergys et al. (2012) and Bacha &
Azouzi (2019).

Effect of behavioural biases and
personal factors, and hypotheses
development.

Over-confidence

Individuals that exhibit overconfidence
bias overestimate their own abilities and
competence (Camerer & Lovallo, 1999).
The existing literature on the behavioural
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approach to studying financial decision
making appears to focus more on
overconfidence (Baker et al., 2004). In the
view of De Bondt and Thaler (1994),
overconfidence is the most robust part of
psychological judgement. Overconfidence
can create mispricing and can lead
individuals to ascribe good results to their
own actions and unfavourable outcomes to
actions from others or from external
circumstances (Daniel et al., 1998).

A number of researchers have investigated
the effect of overconfidence on credit
decision-making and bank performance in
general. Skala (2008) and Ho et al. (2010),
for instance, report that cognitive bias in
the form of overconfidence influences
bank managers' decision-making. In their
view, people tend to exhibit excessive
confidence when feedback on information
is delayed /ot when a decision is withheld or
inconclusive. Furthermore, Bacha &
Azouzi (2019) assert that overconfident
loan officers tend to over rely on their skills
and intuitions which have the propensity to
form their opinion about expected risks
and losses. These findings have been
reiterated by other scholars such as Kollin-
Ondolos et al. (2022), who found that
behavioural biases such as overconfidence
and optimism have a positive influence on
bank officers’ credit decision-making.

Overconfidence, according to Black &
Gallemore (2013), is a possible determinant
of delayed recognition of loan losses. They
established that overconfident bank
managers have the tendency to incorporate
low current and future non-performing
loans in their provisions for loan loss than
other bank managers.

Graham et al. (2013) emphasize that
managers under the influence of
overconfidence tend to possess an
unrealistic, superior view of their abilities in
relation  to  other managers and
subordinates. This belief encourages them

to place more emphasis on their own
judgement in  decision-making and
overestimate their  problem-solving
capabilities, thereby engaging in ovetly
complex transactions (Libby &
Rennekamp, 2012; Cain & McKeon, 2016).
According to McNamara & Bromiley
(1997), credit officers tend to be influenced
by behavioural biases since they are under
constant pressure to increase loan volume
to meet profit targets. In their study on
intuition and emotion in bank loan officers'
credit decisions, Lipshitz & Shulimovitz
(2007) discovered that gut feelings were
perceived to be key drivers in the
assessment of the worthiness of loan
applications than the use of relevant
financial data. Some empirical studies have
established that bank credit officers are
influenced not only by behavioural factors
but also rational factors as a result of the
credit assessment process employed by
banks (Kollin-Ondolos et al., 2022).

It is imperative to stress that scholars such
as Keiber (2006) and Bouteska & Regaieg
(2020) have indicated that overconfidence
is not necessarily negative. It is not the level
of overconfidence that defines optimality,
but the nature of the information available.
Overconfidence is favorable to the investor
in the presence of positive information on
an investment and, conversely, in the case
of negative information.

Based on the review of literature on the
influence of overconfidence in decision
making, the study proposes the following
hypothesis:

H1: Overconfidence has a significant effect
on bank credit decision-making.

Risk aversion

Risk aversion is the preference for an
outcome that is certain rather than
gambling with a higher or equal expected
value. There is the tendency for people to
favor the avoidance of loss above the
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acquisition of a gain (Kahneman &
Tversky, 1979). Individual factors such as
level of education, occupational standing,
and age influence one's level of risk
aversion.

Extant studies have found that risk
aversion has a significant effect on the
financial decisions of managers (Graham et
al., 2013). With the use of a sample of
100.Tunisian bank branches, Azouzi &
Bacha (2023) established that risk aversion
is one of the paramount biases that
influence credit risk assessment.

Risk aversion bias tends to cause people to
overestimate risks, be doubtful about their
estimations, and try to play it safe to reduce
the probability of their loss. In the views of
Bouteska & Regaieg (2020), the uncertainty
regarding the importance of available
information results in risk aversion. This
situation makes the manager take a cautious
stance, thereby deciding not to make any
decision that has the probability of
endangering his position or rank. This
implies that risk-averse managers generally
have the tendency to employ suitable tools
that will help them accentuate professional
stability.

Given the discussion on extant literature
above, this study suggests the following
hypothesis:

H2: Risk aversion has a significant
influence on bank credit decision-making.

Appearance

According to some previous studies,
attractive people are seen to be more
efficient and more confident (Andreoni &
Regan, 2008; Olivola & Totorov, 2010).
This finding has been reiterated by Ravina
(2012) in his study on personal
characteristics of borrower in the United
States. Beautiful and good-looking loan
applicants even though default more often,
are 11.7% more likely to get a loan, pay
lower or similar interest rates as average

looking applicant. In addition, using the
logistic regression model, D’Angelo et al
(2018) established a positive influence of
appearance on credit decision making.
These findings indicate that loan applicants
are likely to be influenced by borrowers
with  good  appearance in  their
creditworthiness assessment.

Based on the reviewed literature, the author
proposes the following hypothesis:

H3: Appearance has a significant effect on
bank credit decision-making.

Level of Education

There is also a notion that bank officers'
decisions regarding loan applications are
significantly influenced by the educational
level of applicants. This assumption can
lead to the approval of credit for less
qualified customers and denying the credit-
worthy customers credit. Li et al. (2020), for
instance, found that loan applicants with
high level of education and income levels
are more likely to be charged lower interest
rates. Again, Zarook et al. (2013) found a
significant positive link between level of
education and access to credit. It is worth

noting that other studies found no
significant impact of customer education
level on bank credit decision-making
(Ogubazghi & Muturi, 2014; D’Angelo et
al.,, 2018).

H4: Level of education of a loan applicant
has a significant impact on bank credit
decision-making.

Ethnicity

Ethnicity has become a variable of interest
to some researchers in recent times in the
area of credit decision-making. Analyzing
credit scote and other risk factors, Bayer et
al. (2016) found that there is a clear
cognitive bias towards ethnic differences in
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the evaluation of loan applications by bank
officers. Again, Martinez et al. (2020) found
evidence of the influence of ethnicity on
access to credit in Bolivia. His findings
suggest the existence of discrimination in
favour of non-ethnic women in Bolivia.

In a study on access to bank loans by small
and medium enterprises in Trinidad and
Tobago, Storey (2004) revealed a clear
ethnic disparity in the decision on the
issuance of loans. Similarly, Fafchamp
(2000) identified ethnic bias in the
attribution of supplier credit. However,
some studies have found no significant
impact of ethnicity on credit decision-
making (D’Angelo et al., 2018)

In an effort to address the issue of ethnicity
in bank credit decision-making, this study
sets forth the following hypothesis:

Hb5: Ethnic affiliation has a significant
influence on bank credit decision-making.

Status Quo

Status quo bias, which has been a topic of
interest in recent times in psychology and
other social sciences is a cognitive bias that
involves people desiring that situations
remain unchanged. Making decisions can
be challenging (Iyengar & Lepper, 2001),
and in some cases, decision makers may opt
to do nothing (Baron & Ritov, 2004) or
continue on their existing course of action
because it is easier (Samuelson &
Zeckhauser, 1988). Eidelman & Crandall
(2009) in addition, found that status quo
alternatives often require less mental effort.
Their finding has been reiterated by Brown
& Kagel (2009), who established that status
quo prevails in situations when selecting
high-performing stocks is relatively easy.
Researchers have discovered that the extent
to which people are subjected to a status
quo bias is proportional to the number of
alternatives at their disposal (Kempf &
Ruenzi, 2005). Individuals who are prone to
the status quo bias often has the tendency

to select sub-optimal alternatives simply
because it has been selected before. Again,
in their research on pension accounts of
investors in the USA, Agnew et al. (2003)
discovered inertia in asset allocation. In
addition, Barber et al. (2009) discovered
that investors display a proclivity to
repurchase stocks they had previously
purchased. Again, Agarwal et al. (2011)
found a similar tendency to purchase
previously acquired funds among hedge
fund investors.

A significant number of studies have linked
status quo bias exhibited by investors to
some prevailing conditions. For instance, Li
et al. (2009) found that status quo bias has
an influence on investors who exhibit
negative emotions more than those who
exhibit positive emotions.

Based on the above review, this study posits
the following hypothesis:

H6: Status quo bias has a significant effect
on bank credit decision-making.

Comparison: Overconfidence and
Risk Aversion by Gender

A significant number of studies have linked
different degrees of overconfidence to
gender issues. These empirical studies
support the notion that men exhibit greater
levels of confidence than women given the
same level of expertise and circumstances
(Eckel & Grossman, 2002; Croson &
Gneezy, 2009). According to Palvia et al.
(2015), female bank managers typically
evaluate risks more cautiously. They
asserted that differences in gender-based
behavior are perceived to strongly influence
information  processing, conservatism,
diligence, and risk aversion. Their findings
have been reiterated by Ackah et al. (2019).
Again, women typically exhibit lower levels
of overconfidence than males, primarily as
a result of the intense pressures they
encounter  from  perceived  gender
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inequalities and work-life disparities (Harris
et al., 2006; Palvia et al., 2015).

It is worth emphasizing that other studies,
such as Eagly (2005) and Brescoll (2010)
that focus on gender issues have established
that, female managers respond differently
to emotions than their male counterpatts,
and these differences may be due to gender
stereotypes. In addition, extant studies
suggest that gender differences in risk
perception may stem from differences in
education and business expetiences (Ackah
et al., 2019). Men are generally regarded as
more risk-takers than women in making
financial decisions and therefore have the
tendency to take risky decisions. From the
discussion above, this study proposes the
following hypotheses:

H7: Male bank credit officers are
influenced more by overconfidence bias
than their female counterparts.

H8: Male bank credit officers are
influenced more by loss aversion bias than
their female counterparts.

Methodology

This study used a quantitative survey
method to gather information from
participants (bank credit managers and
officers) to validate the research model, in
line with some previous studies on the
effects of behavioral biases (Graham et al.,
2013; Harris et al, 2006). It aims at
investigating the effect of behavioral biases
and personal factors on bank credit
decision-making. ~ To  achieve  this,
questionnaires were distributed to bank
credit managers and officers in the Greater

Accra Region of Ghana.
In the first section of the survey,
respondents were asked to provide

personal information, such as their age,
gender, and level of education (Appendix
1). The second portion gathered
information on the influence of
psychological biases (six constructs) on

credit officers' decision-making regarding
bank loan applications (Appendix 2). On a
Likert scale with a range of 1 (Strongly
Disagree) to 5 (Strongly  Agree),
respondents were asked to rate their level
of agreement (or disagreement) with the
statements.

Sample Size

This study relied on the Cochran (1977)
formula for determining sample size when
the population is unknown, since the
number of credit managers in the Greater
Accra Region of Ghana was not known at
the time of writing this research. A sample
size of 384 was obtained. The formula is
given as:

n = z2pq/e2

where

n = the sample size, z = is the Z-score =
1.96,

p = is the estimated proportion of the study
variable = 50%,

q=1-p=50%, e = is the margin of error
=5%.

Data Gathering Approach

Data for the study was collected with the
assistance of bank credit managers.
Through a written request, the intention to
conduct the survey was communicated to
the management of one hundred and
fifteen (115) bank branches. Copies of the
questionnaire (virtual links) were sent
online to these bank branches, who in turn
sent the questionnaire to the emails of other
bank branches and credit managers, as well
as to WhatsApp group pages with
memberships of bank credit managers. The
survey captured at least two branches of
each of the twenty-three banks operating in
the Greater Accra Region.

Potential impact of sampling bias on the
generalizability of the findings The

convenience sampling method was used in
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this study. Branch and credit managers
selected by convenience sampling may
make choices differently from the broader
population of bank credit managers in
Ghana. This bias is probably going to
restrict how far the results of the study can
be applied. The study covered credit
managers and officers from at least eight
branches of all banks that operate in the
Greater Accra Region in order to reduce
the effect of convenience sample bias. This
approach allowed for a survey of credit
managers with a range of backgrounds and
experiences as well as viewpoints ~ on
credit  decision-making  (Creswell &
Poth, 2017).

Convenience sampling may not provide the
statistical rigor of probability sampling, but
it may be a useful practical option for
examining bank credit managers'
behavioural biases and personal factors.
Accessibility and the wider exploratory
nature of this study serve as justifications

for the approach.

Questionnaire Administration

The questionnaire was initially pre-tested to
secure high internal consistency, assess the
cogency of the questionnaire design, make
the necessary corrections, and fill the gaps
that were not previously identified. Four
research assistants (teaching assistants)
were trained to administer the modified
questionnaires to bank credit managers in
the region. A total of 431 questionnaires
were administered to bank managers and
credit officers. Four hundred and ten (410)
questionnaires out of the completed
questionnaires had complete and accurate
responses, making them usable for the
study. This figure, which is 26 respondents
more than the calculated sample size, was
considered suitable and therefore used as
the sample of credit managers for the study.
Data collection spanned 6th August, 2023
to 17th November, 2023.

Background information

From Appendix I, slightly more than half
of the respondents (52%) were females,
whereas the rest (48%) were males. This
indicates that more than half of the
respondents are female credit managers.
Forty-eight percent (48.3%) of the
respondents were under the age of 40,
whereas the rest, which is almost 52 percent
(51.7%), were above 40 years. Eight in ten
(80%)  respondents  had  university
qualifications, whereas the remaining 20%
were holders of professional qualifications.
Table 1 also indicates that the majority of
the correspondents, approximately 68%,
have over eleven years or more experience
in bank credit management. This suggests
that the respondents are knowledgeable
enough to respond to the questionnaire
administered to them.

Variables employed for the study
With reference to previous research such as
Bacha (2011) and Marques et al. (2012), this
study used credit decision-making as the
dependent variable. This procedure favours
an assessment in which credit decision-
making is influenced by the behavioural
biases of the bank credit officers. This
approach was captured in the survey, and
the credit officers were asked to select the
approach that best fits their decision-
making. Examining this decision-making
approach helps the bank to put in place an
effective and more reliable tool that helps
in  qualitative  assessment of loan
applications and loan decision making,
devoid of behavioural biases, than relying
heavily on financial statements and
business plans of borrowers, which provide
little information on the assessment of
credit risk of banks (Bacha & Azouzi,
2019).

The study employed behavioral biases of
overconfidence, risk aversion, status quo,
and other factors, namely ethnicity, level of
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education, and appearance, as the
independent variables. The biases of
overconfidence and loss aversion have
been found to be robust in driving
decision-making in the extant literature
(Libby & Rennekamp, 2012; Brescoll,
20106).

Data Analysis

In the analysis, partial least squares (PLS)
were employed (SmartPLS Release:

3.2.7 Ringle et al., 2015)). This technique is
suitable since both sample size and data
distribution have little impact on PLS (Hair
et al., 2011). PLS technique of bootstrap t-
values (5000 sub-samples) was used to test
the significance of each path (Tortosa et al.,
2009). The independent samples t-test was
also employed to examine the differences in
credit decision-making between male and
female credit managers under the influence
of overconfidence and risk aversion biases.

Results and Discussion

Common method bias tests: Harman’s
Single-Factor Test and Kock’s Procedure
The results of Harman’s single-factor test

Table 1: Harman’s single-factor test

(Table 1) reveal that the first factor
accounts for 44.7% of the total variance,
while the remaining factors collectively
explain 55.3%. As the proportion of
variance explained by the first factor is
below the commonly accepted 50%
threshold, this suggests that common
method bias (CMB) is unlikely to be a
significant concern in the data. Although
the first factor explains a relatively larger
shate of the variance compared to the
others, its dominance is not substantial
enough to indicate serious bias. This
implies that while minor common method
variance may exist, it does not appear to
threaten the validity of the findings.

The scree plot (Figure 1) further supports
this conclusion. It illustrates that the first
factor contributes a markedly higher
cigenvalue (3.31) relative to subsequent
factors, after which the eigenvalues flatten
out. Nonetheless, since the variance
explained by the first factor is less than
50%, the results confirm that common
method bias is not a major issue in this
study.

Factor Eigenvalue Difference Proportion Cumulative
Factorl 3.231 1.737 0.447 0.447
Factor2 1.494 0.702 0.299 0.746
Factor3 0.792 0.216 0.099 0.845
Factor4 0.576 0.115 0.068 0.913
Factor5 0.461 0.109 0.052 0.965
Factor6 0.352 0.258 0.022 0.987
Factor7 0.094 0.013 1.000
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Scree Plot of Eigenvalues after Factor Analysis
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Figure 1: Scree plot - Common method bias test

Kock’s full collinearity test was conducted
as an additional diagnostic to assess the
presence of common method bias (CMB)
and to enhance the robustness of the
study’s findings. Results from the test
(Table 2) indicate that the factor (status
quo) recorded a variance inflation factor
(VIF) slightly above the recommended
threshold of 3.3, with a value of 3.31. All
other constructs had VIFs below 3.3,
ranging from 2.64 to 3.25. According to
Kock’s (2015) criterion, when the majority
of constructs exhibit VIFs below 3.3,
common method bias is not considered a
major concern.

The marginally elevated VIF observed for
one construct suggests only a minimal
likelihood of shared method vatriance. On

the whole, these results imply that common
method bias can largely be ruled out, and
any potential bias present is negligible and
insufficient to undermine the validity of the
findings. Furthermore, the average VIF
value of 2.99 supports this conclusion, as it
falls well within acceptable limits.

In addition, the results indicate no evidence
of multicollinearity among the constructs.
Following Hair et al. (2016), VIF values
below 5.0 are deemed acceptable in
multivariate analyses, further confirming
that both multicollinearity and common
method bias are not problematic in this
study. Consequently, the measurement
model can be considered robust and the
results reliable.

Table 2: Kock’s procedure (Full collinearity test)

Dependent factor Mean VIE Interpretation
Factor 1 3.31 Acceptable
Factor 2 3.25 Acceptable
Factor 3 3.15 Acceptable
Factor 4 2.64 Acceptable
Factor 5 2.67 Acceptable
Factor 6 3.13 Acceptable
Factor 7 279 Acceptable
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Confirmatory Factor Analysis
Confirmatory factor analysis was used to
evaluate the scales of the questionnaire by
assessing their convergent and discriminant
validity (Hair et al., 2016). The constructs,
item loadings, and bootstrap t-values (5000
sub-samples) (Tortosa et al, 2009) are
shown in Table 3. Based on the results, all

Table 3: Principal Component Analysis

seven constructs had Cronbach's alpha
values over 0.70, indicating reliability.
Additionally, as demonstrated in Table 4,
each of the seven constructs had average
variance extracted estimates and composite
reliability estimates higher than 0.5 and 0.7

respectively,

thus

validity (Hair et al., 2010).

showing convergent

Factors Measurement Loadings t-values
Items
Overconfidence ocC1 0.751 11.328
ocC2 0.662 7.359
OC3 0.643 7.209
OC4 0.786 31.234
OC5 0.749 17.064
Risk Aversion RA1 0.929 78.128
RA2 0.787 19.578
RA3 0.945 87.332
Appearance AP1 0.843 44.247
AP2 0.949 83.210
AP3 0.886 63.231
AP4 0.896 71.132
Level of Education LE1 0.932 73.213
LE2 0.758 28.685
LE3 0.881 65.281
LE4 0.827 47.983
Ethnicity ET1 0.917 86.493
ET2 0.818 24.195
ET3 0.937 88.230
Status Quo SQ1 0.953 68.332
SQ2 0.909 32.218
Bank Credit Decision—Making CD1 0.721 17.627
CD2 0.846 72.056
CD3 0.802 28.323
CD4 0.682 22.364
CD5 0.908 88.321

Note: All bootstrap t-values are significant at 0.01 level of significance
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Table 4: Summary Convergence and Discriminant Validity

Construct Convergence Validity Heterotrait-Monotrait Ratio (HTMT) Inference Criterion
A CR AVE 1 2 3 4 5 6 7

1 Overconfidence 0.812 0.843 0.519

2 Risk Aversion ~ 0.868 0.919 0.792 0.373

3 Appeatance 0.916 0941 0.800 0.407  0.542

4 Level of Educ.  0.875 0913 0.726 0286  0.599  0.925

5 Ethnicity 0.872 0921 0.796 0395 0.092 0518  0.569

6 Status Quo 0.850 0.929 0.867 0214 0386 0557 0.606 0.341

7 Credit Decision  0.852 0.895 0.633 0.501  0.600 0.794 0.757 0.595 0.713
Discriminant Validity Test
Discriminant validity was tested using the  correlations were less than +1. This

heterotrait-monotrait criterion suggested — demonstrates that cach measurement

by Henseler et al. (2015). From Table 4, the
heterotrait-monotrait ~ of  correlations
(HTMT) inference shows that all the

Descriptive Statistics

From the application of the measurement
model analysis, means and standard
deviations were calculated as part of
descriptive statistics, as shown in Table 5.
The highest means were obtained for status
quo and risk aversion (both approximately
4), showing that the managers agreed that
status quo and risk aversion were important

construct in the model is unique and
different from the others. Discriminant
validity has therefore been established.

factors. Again, from the descriptive
statistics results, ethnicity is reported to be
more unstable with a standard deviation
figure of 1.04, followed by appearance and
level of education. Status quo was the least
volatile among the seven factors employed
for the study, with a standard deviation of
0.55.

Table 5: Descriptive Statistics

Constructs N Min Max. Mean S.D
1 Overconfidence 410 1.000 4.400 3.47 0.63
2 Risk Aversion 410 2.000 4.750 3.60 0.64
3 Appearance 410 1.000 3.750 2.57 0.86
4 Level of Education 410 1.000 4.000 2.68 0.82
5 Ethnicity 410 1.000 4.000 2.76 1.04
6 Status Quo 410 2.330 4.330 3.65 0.55
7 Bank Credit Decision 410 1.860 4.140 3.31 0.65
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Table 6: Predictive Accuracy (£?), Predictive Relevance () and Effect Sizes (£)

Constructs R? Q? f2(Bank Credit Decision)
1 Overconfidence _ _ 0.06(Small)

2 Risk Aversion 0.11(Small)

3 Appearance 0.03(Small)

4 Level of Education 0.00(None)

5 Ethnicity 0.12(Small)

6 Status Quo 0.21(Medium)

7 Bank Credit Decision 0.719 0.412

Structural Model Analysis

A structural model was created to
investigate the possible effect of
overconfidence, risk aversion, status quo,
appearance, level of education and ethnic
affiliation on bank credit decision making.
An examination of the structural model's
prediction accuracy (R?) revealed a
significant (72%) explanatory power for
bank credit decision-making (Hair et al.,
2016). Additionally, the model showed

Hypothesis Testing

The structural model showing the
hypothesis test results is presented in
Figure 2 and Table 7. The results support
five of the six hypotheses. Specifically,
there is a positive and significant
association between status quo,
overconfidence, risk aversion, appearance,
and ethnic affiliation of customers, and
bank credit decision-making of loan

predictive relevance since the Q?—value of
0.412 is above 0 (Chin, 2010; Hair et al,,
2016). Finally, the effect sizes (#) of
independent variables indicates that status
quo had a medium effect size on bank
credit decision whereas overconfidence,
risk aversion, appearance, and ethnicity all
had small effect sizes on bank credit
decision making. The level of education
however, had no effect size on bank credit
decision making as shown in Table 6.

managers. Table 7 provides a further
summary of the findings based on the
proposed  hypotheses.  Comparatively,
status quo has the most significant
influence on bank credit decision-making,
followed by ethnicity, risk-aversion
appearance, overconfidence, and the level
of education in descending order of
importance.
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<0verconfidence

( Appearance
<Leve| of Education }’ -

" Bank Credit
Decision
R?=0.719

Note: t-values in parenthesis; Dotted line means path is not statistically significant

Figure 2: Structural Path: Determinants of bank credit decision-making

Table 7: Structural path results

H Path t-value H thesi
ypo Structural path coefficie (Boots- ypothesis
thesis results
nt trap)
H1 Overconfidence—» Bank Credit Decision 0.166*%*  5.005 Supported
H2 Risk Aversion —p  Bank Credit Decision 0.251%  4.239 Supported
H3 Appearance —» Bank Credit Decision 0.198%%¢ 4,122 Supported
H4 Level of Educ —®  Bank Credit Decision 0.054 1.216 Not
supported
H5 Ethnicity —» Bank Credit Decision 0.259%%% 4,603 Supported
H6  Status Quo —» Bank Credit Decision  0.296%%*  8.661 Supported

Noter***t-values are significant at p<0.001

Comparing Male Versus Female
Credit Officers - Overconfidence
and Risk Aversion

The independent samples t-test was
performed, as shown in Table 8, to examine
whether considerable differences exist
between male credit officers and their
female counterparts with regard to

overconfidence and risk aversion.

There was no significant difference
between males and females with regard to
overconfidence (p>0.05), hypothesis H7 is
therefore not supported, as Table 8
suggests. On the other hand, female credit
officers were significantly more risk-averse
when making bank credit decisions than
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their male counterparts (p<0.05), thus
lending support to hypothesis H8.

Table 8: Males versus Females-Independent samples t-test

) Mean
Variable Male Fermale t Df P
Overconfidence 3.48 3.46 0.26 408 0.795
Risk Aversion 3.65 3.83 -2.32 408 0.021*
Significant at p<0.05
Discussion
The study examined the influence of  status quo, ethnic affiliation, and

psychological biases and some human
factors on bank credit officers' decisions
regarding lending in the Greater Accra
Region of Ghana. The results of this study
proffer  compelling  evidence  that
behavioural biases and human factors
significantly influence bank credit decision-
making among credit managers and officers
in Ghana’s banking sector. The results from
Harman’s single-factor and Kock’s full
collinearity tests (Tables 1 and 2) confirm
the absence of serious common method
bias (Podsakoff et al., 2003; Kock, 2015).
The variance presented by the first factor
(status quo) (44.7%) falls below the 50%
threshold, and all variance inflation factors
(VIFs) are within acceptable limits,
reinforcing the robustness of the model
(Hair et al., 2016).

Each of the seven explanatory variables
registered Cronbach’s alphas greater than
0.70 (Table 3), which is the lower limit of
acceptability recommended by Nunnally
(1978) and Hair ez /. (2016). These results
indicate strong internal consistency of the
construct measurements. In addition, a
considerable explanatory power for the
endogenous constructs (R2 = 72%) is
shown in the results (Table 06).

The results of the structural model reveal
that five of the explanatory variables,
namely overconfidence, risk aversion,

appearance, have a significant influence on
bank credit decisions (Figure 2 and Table
7). The study results generally confirmed
five of the first six hypotheses of the study.
The effect of level of education of loan
applicants on bank credit decision-making
was found not to be significant and
therefore does not support H4. The non-
significant role of level of education
suggests that educational qualifications of
customers alone may not serve as a
significant influence on bank credit
decision-making.

Among the three behavioural biases
studied, status quo bias was found to have
the most significant effect on credit
decision making as compared to the
influence of overconfidence and risk
aversion (Figure 2, Tables 6 and 7). The
dominance of the status quo bias suggests
the tendency of credit officers to rely on
prior experiences with familiar customers
rather than continuously reassessing
customers’ creditworthiness for each new
application. This finding supports the views
of Samuelson & Zeckhauser (1988) and
Polites & Karahanna (2012), who asserted
that decision-makers often prefer the
existing situation to avoid uncertainty and
cognitive effort. Practically, this bias is
likely to lead to the approval of loans for
previously trusted clients despite possible
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changes in their financial condition,
potentially increasing default risk.

The significant effect of risk aversion
suggests that credit officers exhibit cautious
tendencies in granting loans, preferring
safer clients with lower perceived risk. This
aligns with empirical studies such as Azouzi
& Bacha (2023). It is worth noting that such
risk  aversion might safeguard the
institution against bad debts, but could also
reduce credit flow to creditworthy
borrowers

The significant impact of appearance and
ethnicity on credit decisions may suggest
the presence of implicit bias or heuristic-
driven judgment. Credit officers may
associate certain social cues, appearances,
or ethnic identities with creditworthiness.
Such subjective evaluations tend to
reinforce social inequities and
discrimination in access to credit (Berger et

al,, 2014).

Again, the study found that female credit
officers are more risk-averse in their credit
decision-making than their male
counterparts (Table 8). This finding
reinforces the findings of previous studies
by Eagly (2005) and Brescoll (2016). It also
buttresses the perception of gender
differences well situated in the Ghanaian
culture that men tend to be risk-takers than
women. The study, however, could not
establish any significant difference between
the male and female credit officers with
regard to the influence of overconfidence
bias on credit decision making. This finding
may suggest that, despite the behavioral
bias of overconfidence having an impact on
credit decision-making, the effect of this
bias may be mitigated by the stringent
procedures that credit officers must adhere
to when making decisions.

The study contributes to the limited
African-centred literature on behavioural

biases in banking by offering empirical
evidence from Ghana, where the cultural
and institutional environment may magnify
or moderate such biases. The findings of
this study generally reiterate the findings of
previous studies, such as Lipshitz &
Shulimovitz (2007), and Mushinada &
Veluri (2019). In essence, this study
provides both theoretical and practical
contributions. ‘Theoretically, this study
extends behavioural finance literature to
institutional credit decision-making within
an African context, reinforcing that
cognitive biases persist even among trained
professionals. Practically, it highlights the
need for behavioural sensitivity and
structured credit assessment tools to ensure
equitable and rational financial decision-

making

Conclusion, Implications, and
Suggestions for Future Studies

The study emphasizes the propensity of
behavioral biases to influence bank credit
managers, depriving them of the thorough
decision-making process imperative for
optimal results. The findings show that
psychological biases that manifest in bank
credit managers' decision-making impair
their capacity to make rational decisions, as
emphasized by Lipshitz & Shulimovitz
(2007). These results confirm that even
professional credit officers are not entirely
rational actors, as their judgments are

shaped by psychological and social
influences.
This study contributes to behavioral

finance literature in the African context by
extending the study of behavioral finance to
bank credit decision-making and provides
actionable insights for fostering efficiency
and professionalism in credit decision-
making.

The findings of this research accentuate
areas that require critical attention from
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bank management, credit managers, and
policy makers for effective strategies to be
employed to reduce the impact of
psychological biases and to enhance bank
credit decision-making.

The findings underscore the importance of
incorporating behavioral awareness into
banking  practice  and  regulation.
Knowledge of psychological biases and
their impact on the conduct of bank credit
officers have the propensity to improve
bank credit decision-making. Adequate
knowledge of the influence of
psychological biases on bank credit
decisions may be useful in reducing loan
losses caused by sub-optimal decisions
taken by credit managers. Given the risky
nature of banking, it is essential that
behavioral bias issues receive the highest
premium possible. Bank credit officers are
perceived to frequently employ shortcut
approaches or heuristics in their decision-
making, which usually yield poor outcomes.
Banks should institutionalize continuous
professional development programs that
expose credit officers to behavioral finance
concepts. Training modules should
highlight how biases such as status quo, risk
aversion, and representativeness affect loan
judgments, helping officers identify and
mitigate their influence.

Regular audits of loan approval decisions
should be conducted to identify patterns of
bias. This can guide targeted interventions

whete systemic tendencies such as
favoritism toward repeat clients are
identified.

Management of banks and Regulators, such
as the Bank of Ghana, could develop
behavioral audit guidelines for financial
institutions to ensure credit decisions
adhere to rationality, transparency, and

inclusivity, thereby enhancing confidence
in the banking system.

Financial institutions should design
inclusive credit policies that explicitly
address and monitor potential
psychological biases. Transparency in credit
evaluation criteria can enhance social trust,
corporate profitability, and liquidity

The findings and the ensuing implications
primarily apply to bank credit officers in the
Greater Accra Region, which is the most
densely populated and has the highest
economic  activity (PHCG,  2021).
However, other bank credit officers can
rely on the findings to help them improve
their credit decision-making. The authors
suggest that to ensure representativeness,
subsequent studies of this nature should
cover the whole country of Ghana.

Future studies should explore how cultural
dimensions such as collectivism and power
distance interact with behavioural biases in
credit decision-making within = African
contexts. Replicating this study across other
Ghanaian regions and sectors, such as
microfinance and credit unions, would
enhance generalizability and provide
comparative insights. We suggest that
subsequent  research  could  adopt
longitudinal or experimental approaches to
establish causal relationships between
specific biases and credit performance
outcomes over time.
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Appendix 1: Demographic Information of Respondents

Variable Frequency Percent
Gender

Male 197 48
Female 213 52
Age group

30 years and below 52 12.7
31-40 years 146 35.6
41-50 years 138 33.7
51-60 years 74 18
Educational Level

University Qualification (Diploma/First Degree/

Postgrad Degree) 328 80
Professional Qualification (ICA, CIB, CIM) 82 20
Discipline

Banking 164 40
Accounting 98 24
Economics 102 25
Other (Law, Business Mgt, Sociology etc) 46 11
Profession/Position

Bank Credit Officer 208 50.7
Bank Credit Manager 126 30.7
Bank Manager 76 18.5
Years of Bank Credit Management Experience

6 - 10 years 132 32.2
11 — 20 years 121 29.5
21 years and above 157 38.3
Level of ICT Knowledge

I possess some level of computer skills 30 7.3
I possess good computer skills 260 63.4
I possess excellent computer skills 120 29.3
Total 410 100.0
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Appendix 2: Scales of variables in the model.

Factors Construct Item Description
Overconfidence OC1 I have an outstanding experience in granting of loans.
0C2 I can easily detect loan application that will go wrong

OC3 I have confidence on my knowledge and skills in deciding
on loan applications.

OC4 I hardly seek opinions from fellow credit officers (to
avoid conflicting opinions).

OC5 I use a single or few sources of information that I have
confidence in when deciding on loan applications.

Risk Aversion RA1 I periodically make enquiries from credit management
experts in my loan
issuance decisions.

RA2 I take a considerable period of time within to take
decisions on loan applications.

RA3 If T receive new information on a loan applicant I wait for
a while before taking a decision.

Appearance AP1 Applicants with good appearance are perceived to be
more confident and proactive

AP2 I perceive applicants with good appearance to be credit
worthy.

AP3 Appearance of applicants to a larger extent influence my
decision on loan a applications.

AP4 Applicants with good appearance are less likely to default
in loan payment

Level of LE1 I perceive educated loan applicants to be credit worthy
Education than the less educated ones

LE2 Level of education of loan applicants is one of the factors
that determine my decision on loan applications.

LE3 Applicants with high education are knowledgeable and
are less likely to default in loan payment

LE4 Applicants with high education are perceived to be more
confident and productive

Ethnicity ET1 I am likely to favor loan applicants who are members of
my relations, friends etc.

ET2 Members of my ethnic groups are less likely to be denied
loan if information available is not adequate.

ET3 I feel bad when I am not able to approve loan application
to members of my ethnic group and affiliations.

Status Quo SQ1 I continue to grant credit to customers because they have
been faithful in repayment of loans.

SQ2 Some particular customers have received loans from my
bank since I became credit officer and I will continue to
meet their working capital needs.

Bank Credit CD1 My loan decisions are based on the long-term relationship
Decision of customer with the bank.
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CD2

I am likely to grant credit to a customer might be less
credit worthy as a result of non-availability of adequate
information.

CD3

My loan decisions are based primarily on current publicly
available information about the customer in my loan
decision making.

CD4

I make decisions based on my independent assessment
because I have outstanding experience, knowledge and
skills.

CD5

My loan decision making is at times influenced by my
emotions and intuitions
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